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1. Objetivo
1.1 Establecer los mecanismos para garantizar la continuidad operativa del Monedero XIGA, en caso de ocurrir alguna contingencia por diversas causas.

2. Alcance 
2.1 Este plan queda acotado a la operación del Monedero XIGA cuando por alguna razón no se disponga de:
2.1.1 El sistema de Monedero XIGA.
2.1.2 Los servicios del centro de datos.
2.1.3 Enlaces de internet en alguna estación, corporativo o ambas.
2.1.4 Energía eléctrica en las estaciones o corporativo.
2.1.5 Oficinas administrativas.

3. Desarrollo
3.1 Escenarios de riesgo. Entre las causas que pudieran provocar que el sistema de monedero no estuviera disponible para los usuarios finales destacan:
3.1.1 Falla global del sistema de monedero. Pudiera darse la caída del sistema de monedero por una falla de hardware, software o error humano en algún proceso de mantenimiento, lo que provocaría la indisponibilidad del sistema con afectación a todas las ES y los usuarios del monedero.
3.1.2 Falla de los servicios del centro de datos. Ocasionada por desastres naturales, actos de vandalismo, toma de instalaciones, etc. Que provoquen la caída del centro de datos.
3.1.3 Fallas de enlaces de Internet. Lo que ocasionaría, la no disponibilidad de algunas ES o en el peor de los casos la falla completa de los servicios del monedero con afectación para todos los asociados.
3.1.4 Falla de energía eléctrica. Podría dejar fuera de operación una o varias ES o el monedero completo si falla la energía eléctrica en el corporativo, con afectación global o parcial para los usuarios del monedero.
3.1.5 Falla de los lectores de tarjetas del monedero: La falla de uno o varios lectores de QR o bandas magnéticas podría imposibilitar el servicio que los clientes requieren.
3.1.6 Oficinas administrativas. La no disponibilidad de las oficinas administrativas, podría alterar el flujo normal de las operaciones de aplicación de pagos, facturación, atención a clientes y cobranza lo que afectaría el saldo de los asociados del monedero que en ese momento requirieran de alguno de los servicios mencionados.









3.2 Roles y responsabilidades.
3.2.1 La responsabilidad del mantenimiento, ejecución y mejora del plan de continuidad de negocio se expresa en la siguiente matriz.


	Encargados de Estación
	Detectar la falla del monedero.
Notificar a Mesa de Servicio.
Ejecutar procedimiento alterno para atención al cliente.

	Atención a Clientes
	Apoyar a los Encargados de ES con información de saldos y parámetros de tarjetas.
Contacto con los clientes.
Re ubicarse en otra sede para continuar con atención.

	Gerencia de Ingresos
Gerencia de Crédito y Cobranza
	Emitir facturas.
Aplicar pagos.
Emitir tarjetas.
Efectuar la cobranza.

	Gerencia de TI
	Mantener la operación del centro de datos y aplicaciones.
Ejecutar el fileover a un centro de datos alterno.
Habilitar usuarios y sistemas en oficinas alternas.
Gestionar el fileback cuando las condiciones lo permitan.

	Dirección General
	Gestionar los mecanismos de organización y los recursos para la continuidad del negocio.
Autorizar el uso de los mecanismos alternos para la continuidad de la operación.
Promover a través del departamento de auditoria la revisión, las pruebas y el acondicionamiento de los planes.



3.3 Protocolos de respuesta a los escenarios de riesgo. 
3.3.1 Para mitigar los riesgos se proponen las siguientes acciones preventivas y correctivas a los escenarios comentados en el numeral 3.1:
3.3.2 Falla global del sistema de monedero. En el caso de una falla global que trascienda todos las medidas preventivas y deje inhabilitado el sistema de monedero, pero permita seguir trabajando en las cede central y las estaciones. Se deberá operar el monedero de manera manual.
3.3.3 Falla de los servicios del centro de datos. Una falla parcial o total del centro de datos principal podría dejar inhabilitado el sistema de monedero.
3.3.3.1 Preventivos.
3.3.3.1.1 Virtualizar todos los servidores que participen en los servicios del monedero.
3.3.3.1.2 Contar con un plan de recuperación de desastres, para iniciar una aplicación, una máquina   virtual o todo el centro de datos en otra localización.
3.3.3.2 Correctivos.
3.3.3.2.1 Una vez detectada la falla del monedero independientemente de la duración de la misma, los Encargados de las ES deberán realizar la operación manual del monedero, con el apoyo de Atención a Clientes hasta el restablecimiento del mismo.
3.3.3.2.2 Mover parcial o totalmente la operación del monedero al centro de datos alterno si fuese necesario según explica el XMI-A28-P-14 Plan de recuperación de desastres.
3.3.3.2.3 Gestionar el restablecimiento del servicio.
3.3.3.2.4 Sincronizar los sistemas y regresar la operación.

3.3.4 Fallas de enlaces de Internet.
3.3.4.1 Preventivos.
3.3.4.1.1 Contar con al menos dos enlaces de internet en el corporativo.
3.3.4.1.2 Configurar un esquema automático de alta disponibilidad para que los túneles VPN de las sucursales remotas puedan cambiarse indistintamente entre los enlaces disponibles.
3.3.4.2 Correctivos.
3.3.4.2.1 En caso de caída de una estación quede aislada del centro de datos principal o alterno presentará afectación del monedero, por lo que deberán proceder con la operación manual.
3.3.5 Fallas de energía eléctrica.
3.3.5.1 Preventivos.
3.3.5.1.1 Contar con Reguladores de tensión, generador eléctrico y UPS.
3.3.5.1.2 Monitorear mensualmente el nivel de combustible del generador y reabastecerlo.
3.3.5.2 Correctivos.
3.3.5.2.1 En caso de falla de energía en el centro de datos principal gestionar la migración de los servicios al centro de datos alterno.
3.3.5.2.2 En caso de falla eléctrica, para una estación o grupo de estaciones de una zona proceder con el arranque del generador local de la estación y continuar con el servicio.
3.3.5.2.3 En caso de afectación por falla eléctrica para una estación y no contar con generador eléctrico, colocar los biombos para impedir el acceso y sugerir a los clientes dirigirse a la estación más cercana que cuente con los servicios de monedero.

3.3.6 Falla de los lectores de Códigos QR.
3.3.6.1 Preventivos.
3.3.6.1.1 Garantizar que los equipos estén protegidos por un case de uso rudo/anti impacto.
3.3.6.1.2 Mantenerlos dispositivos móviles adecuadamente cargados.
3.3.6.1.3 En caso de descompostura reportarlos inmediatamente.
3.3.6.1.4 Contar con múltiples dispositivos por estación.
3.3.6.2 Correctivos.
3.3.6.2.1 En caso de falla de un dispositivo intentar la transacción con otro dispositivo.
3.3.6.2.2 SI no se cuenta con dispositivo útil comunicarse al área de Atención a Clientes para gestionar una carga manual o direccionarlo a otra sucursal.

3.3.7 No disponibilidad de las oficinas corporativas.
3.3.7.1 Preventivos.
3.3.7.1.1 Contar con sedes alternas que cuenten con conexión a los centros de datos y espacios de trabajo para alojar temporalmente a los empleados que gestionan las funciones más importantes del monedero. 
3.3.7.2 Correctivos.
3.3.7.2.1 Será responsabilidad de la Gerencia de Atención a Clientes y Crédito y Cobranza movilizar a la sede alterna.
· Edificio BH Tijuana, ubicado en Boulevard Gustavo Salinas No.10485, Colonia Aviación, Tijuana Baja California.

3.4 Documentación de los resultados de la ejecución de los planes. Los resultados de ejecutar los planes de continuidad deberán ser registrados bajo las siguientes circunstancias: 
3.4.1 Ante la ocurrencia de alguno de los escenarios de riesgo, que implique la afectación total o parcial de los servicios de monedero y su respuesta correctiva o preventiva planeada, deberá llenarse el formato XMI-A28-F-26 Formato de resultados de la ejecución de los planes, donde se anotarán los resultados de la ejecución del plan para ese escenario.
3.4.2 En las pruebas calendarizadas totales o parciales de los planes de continuidad, las cuales se deberán realizar cada seis meses.

3.5 Diseño de prueba de los planes.
3.5.1 Para probar que los planes de continuidad del negocio son efectivos, deberá definirse un plan con criterios o métricas que permitan determinar si los resultados obtenidos de la ejecución de los planes cumplen con los protocolos de respuesta. Es decir, diseñar una prueba que permita conocer si los planes de continuidad cumplieron su cometido. Las métricas o resultados esperados para cada escenario de riesgo serán las siguientes:  
	Escenario de Riesgo
	Resultado esperado determinar el éxito del plan

	Falla global en el sistema del monedero
	Que los encargados de estación puedan asistir a los clientes y operar el sistema de monedero de forma manual.

	Falla de los servicios del centro de datos
	Para considerar como exitoso este plan para la respuesta a este escenario de falla deberán cumplirse las siguientes condiciones:
· Que sea posible iniciar los sistemas afectados a un nuevo host de virtualización en el mismo centro de datos o en otro alterno.
· Que los usuarios puedan conectarse a los sistemas de la misma manera en que lo hacen habitualmente.
· Que sea posible re sincronizar los cambios y regresar la operación de los sistemas al host actual o al centro de datos principal.
· Que los usuarios logren trabajar sin contratiempos después de regresar el sistema al host original.

	Falla de enlaces
	Solo se considerará exitoso el plan de continuidad diseñado para la caída de enlaces si acontecen los siguientes eventos:

· Se realiza la conmutación por error del enlace afectado por un enlace sin afectación.
· No hay interrupción en las comunicaciones o es menor a 1 minuto.
· Que en caso de falla de los dos enlaces de internet este accesible el centro de datos alterno.
· Que la carga de tráfico de red regrese al enlace una vez restablecido.

	Fallas de energía eléctrica
	Para determinar que este plan fue exitoso deberá ser posible operar con normalidad todos los sistemas cuando haya un apagón eléctrico en la red pública por lo que se espera:

· Que el UPS soporte la carga en lo que enciende el generador.
· Que el generador encienda ante una falla eléctrica en la red pública.
· Que el Transfer Switch pase la carga al generador.
· Que todos los mecanismos se reviertan con éxito al normalizarse la energía eléctrica en la red pública.

	Fallas en los lectores del monedero
	Para determinar el éxito del plan de consistencia propuesto para este caso se deberá cumplir con lo siguiente:

· Que sea posible utilizar las lectoras en otros puntos de venta.
· Que sea posible operar el monedero de forma manual en caso de que no haya otras lectoras en otros puntos de venta. 

	No disponibilidad de oficinas
	La respuesta a este plan de continuidad se considerará exitosa solo si 
· Es posible desplazar empleados de diferentes áreas a sedes alternas y pueden conectarse y trabajar en los sistemas.
· Si hay conectividad de VPN y pueden trabajar desde sus domicilios.



3.5.2 Para detalle de cada uno de los escenarios de riesgo, se puede consultar el documento incluido con nombre XMI-A28-P-15 Criterios de diseño de prueba para los planes de continuidad del negocio. Donde se presenta detalles de las métricas objetivo a considerar y tiempos de respuesta para determinar si los planes fueron exitosos.




3.6 Acondicionamiento de los planes.
3.6.1 La Dirección General promoverá con todas las áreas implicadas en los planes de continuidad, mesas de trabajo anuales donde se evaluarán los resultados de los eventos sucedidos y de pruebas planeadas, los cuales servirán como fundamento para modificar los procesos donde el plan original tuvo deficiencias. También será la responsable de procurar las condiciones necesarias en términos humanos y materiales que permitan mantener un ciclo de mejora continua para crear planes de continuidad, ejecutarlos, diseñar pruebas para medir su efectividad y documentarlos y mejorarlos.
 
3.7 Documentación de resultados de pruebas de los planes.
3.7.1 El plan de continuidad deberá ser ejecutado total o parcialmente en algunos de sus componentes según se establezca en el diseño de prueba, sus resultados deberán ser registrados en un documento que contenga al menos los siguientes elementos: 

	Fecha y hora
	Fecha en la que se ejecuta la prueba del plan.

	Tipo de ejecución
	Tipo de ejecución, si es parcial o total.

	Escenario a probar
	Escenario de riesgo a probar en caso de que sea parcial.

	Sistemas afectados
	Los sistemas que podrán verse afectados por la prueba de dicho escenario de riesgo.

	Check list de resultados esperados
	Los resultados esperados en cada paso de la prueba.

	Resultados o notas
	Notas, resultados integrales y/o detalles de deficiencias o situaciones no esperadas.

	Firmas de autorización y ejecución
	Firma del gerente de TI previa ejecución y firma del responsable de la ejecución de la prueba del plan.



3.7.2 Para este propósito se ha diseñado el formato XMI-A28-F-27 Formato de resultados de pruebas a los planes, mismo que deberá ser llenado cuando se evalúe la efectividad de algún escenario de riesgo.

3.8 Adecuaciones de los planes.
3.8.1 Los planes deberán ser ajustados según los resultados de las experiencias previas, ya sea en las pruebas parciales o en los casos de una falla real, esto con el fin de minimizar el impacto en los procesos o servicio del monedero. Para esto deberá crearse un documento que contenga al menos lo siguiente:

	Fecha y hora
	Fecha de realización de la prueba para el plan de continuidad.

	Escenario probado
	Si fue total o parcial, especificar el escenario probado (por ejemplo falla eléctrica).

	Inconsistencias
	Dar detalle de las inconsistencias o situaciones no esperadas en el funcionamiento de las herramientas utilizadas o en las fases del proceso.

	Responsable de solución
	Nombre y puesto del encargado de solucionar la inconsistencia.

	Solución
	Procedimiento temporal para solventar los detalles encontrados, modificación al proceso o plan de acción a futuro para cambiar equipos o herramientas y solucionar de raíz tal inconsistencia. 

	Fecha compromiso de solución
	Fecha compromiso para solucionar las inconformidades encontradas en la revisión de los planes de continuidad.

	Firmas
	Firma del gerente de TI donde se da por enterado de las adecuaciones necesarias a los planes y firma de la persona que realiza la sugerencia de adecuación.



3.8.2 Para este propósito se ha diseñado el formato XMI-A28-F-28 Formato de adecuaciones a los planes, el cual deberá ser llenado cuando se encuentren deficiencias en el proceso de pruebas de los planes de continuidad.

3.9 Revisión periódica de los planes 
3.9.1 El plan de continuidad, así como el diseño de las pruebas que permitan ver su efectividad deberán ser revisados al menos una vez al año y cada vez que se prueben o ejecuten los planes.



























4. Documentación de referencia
	Código
	Documentos

	XMI-A28-P-14
	Plan de recuperación de desastres

	XMI-A28-P-15
	Criterios de diseño de prueba para los planes de continuidad del negocio



5. Registros
	Código
	Registros
	Tiempo de Conservación
	Responsable de Conservarlo
	Lugar de Almacenamiento

	XMI-A28-F-26
	[bookmark: _GoBack]Formato de resultados de la ejecución de los planes
	5 años
	Administración de XIGA
	Archivo Digital

	XMI-A28-F-27
	Formato de resultados de pruebas a los planes
	5 años
	Administración de XIGA
	Archivo Digital

	XMI-A28-F-28
	Formato de adecuaciones a los planes
	5 años
	Administración de XIGA
	Archivo Digital



6. Glosario
6.1 Failover: Es la acción de Trasladar la operación de un sistema, servidor o centro de cómputo completo de un lugar físico a otro, con el fin de continuar con las operaciones del negocio.
6.2 Failback: Es la acción de regresar la operación de algún sistema, servidor o centro de datos al sitio principal, una vez solucionada la causa que le impedía operar normalmente.
6.3 ES: Estaciones de Servicio.

7. Anexos
7.1 N/A.

	Documento de clasificación Reservada. Este documento contiene información exclusiva la cual es propiedad XIGA Movilidad Inteligente, S.A. de C.V. Este documento y su contenido no pueden ser duplicados o mostrados a cualquier otra compañía sin la autorización escrita de XIGA Movilidad Inteligente, S.A. de C.V.
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